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Quantum mechanics was built up on a foundation of analogy with the Hamiltonian theory of classical mechanics. This is because the classical notion of canonical coordinates and momenta was found to be one with a very simple quantum analogue, as a result of which the whole of the classical Hamiltonian theory, which is just a structure built up on this notion, could be taken over in all its details into quantum mechanics.

Now there is an alternative formulation for classical dynamics, provided by the Lagrangian. This requires one to work in terms of coordinates and velocities instead of coordinates and momenta. The two formulations are, of course, closely related, but there are reasons for believing that the Lagrangian one is the more fundamental.

In the first place the Lagrangian method allows one to collect together all the equations of motion and express them as the stationary property of a certain action function. (This action function is just the time-integral of the Lagrangian). There is no corresponding action principle in terms of the coordinates and momenta of the Hamiltonian theory. Secondly the Lagrangian method can easily be expressed relativistically, on account of the action function being a relativistic invariant; while the Hamiltonian method is essentially non-relativistic in form, since it marks out a particular time variable as the canonical conjugate of the Hamiltonian function.

For these reasons it would seem desirable to take up the question of what corresponds in the quantum theory to the Lagrangian method of the classical theory. A little consideration shows, however, that one cannot expect to be able
to take over the classical Lagrangian equations in any very
direct way. These equations involve partial derivatives of
the Lagrangian with respect to the coordinates and velocities
and no meaning can be given to such derivatives in quan-
tum mechanics. The only differentiation process that can
be carried out with respect to the dynamical variables of
quantum mechanics is that of forming Poisson brackets
and this process leads to the Hamiltonian theory.¹

We must therefore seek our quantum Lagrangian theory
in an indirect way. We must try to take over the ideas of
the classical Lagrangian theory, not the equations of the
classical Lagrangian theory.

Contact Transformations.

Lagrangian theory is closely connected with the theory
of contact transformations. We shall therefore begin with
a discussion of the analogy between classical and quantum
contact transformations. Let the two sets of variables be
$p_r$, $q_r$ and $P_r$, $Q_r$, ($r = 1, 2 \ldots n$) and suppose the $q$'s and
$Q$'s to be all independent, so that any function of the dyna-
mical variables can be expressed in terms of them. It is well
known that in the classical theory the transformation equa-
tions for this case can be put in the form

$$p_r = \frac{\partial S}{\partial q_r}, \quad P_r = -\frac{\partial S}{\partial Q_r},$$

where $S$ is some function of the $q$'s and $Q$'s.

¹ Processes for partial differentiation with respect to matrices have
been given by Born, Heisenberg and Jordan (ZS. f. Physik 35,
561, 1926) but these processes do not give us means of differentia-
tion with respect to dynamical variables, since they are not independent of
the representation chosen. As an example of the difficulties involved in
differentiation with respect to quantum dynamical variables, consider the
three components of an angular momentum, satisfying

$$m_x m_y - m_y m_x = i \hbar m_z.$$

We have here $m_z$ expressed explicitly as a function of $m_x$ and $m_y$, but
we can give no meaning to its partial derivative with respect to $m_x$
or $m_y$. 
In the quantum theory we may take a representation in which the \( q \)'s are diagonal, and a second representation in which the \( Q \)'s are diagonal. There will be a transformation function \((q' \mid Q')\) connecting the two representations. We shall now show that this transformation function is the quantum analogue of \( e^{iS/\hbar} \).

If \( \alpha \) is any function of the dynamical variables in the quantum theory, it will have a "mixed" representative \((q' \mid \alpha \mid Q')\), which may be defined in terms of either of the usual representatives \((q' \mid \alpha \mid q'')\), \((Q' \mid \alpha \mid Q'')\) by

\[
(q' \mid \alpha \mid Q') = \int (q' \mid \alpha \mid q'') dq'' (q'' \mid Q') = \int (q' \mid Q'') dQ'' (Q'' \mid \alpha \mid Q').
\]

From the first of these definitions we obtain

\[
(q' \mid q_r \mid Q') = q'_r (q' \mid Q') \tag{2}
\]

\[
(q' \mid p_r \mid Q') = -i\hbar \frac{\partial}{\partial q'_r} (q' \mid Q') \tag{3}
\]

and from the second

\[
(q' \mid Q_r \mid Q') = Q'_r (q' \mid Q') \tag{4}
\]

\[
(q' \mid P_r \mid Q') = i\hbar \frac{\partial}{\partial Q'_r} (q' \mid Q'). \tag{5}
\]

Note the difference in sign in (3) and (5).

Equations (2) and (4) may be generalised as follows. Let \( f(q) \) be any function of the \( q \)'s and \( g(Q) \) any function of the \( Q \)'s. Then

\[
(i_q q' f(q) g(Q) \mid Q') = \int \int (q' \mid f(q) \mid q'') dq'' (q'' \mid Q') dQ'' (Q' \mid g(Q) \mid Q')
\]

\[
= f(q') g(Q') (q' \mid Q').
\]

Further, if \( f_k(q) \) and \( g_k(Q) \), \((k = 1, 2, \ldots, m)\) denote two sets of functions of the \( q \)'s and \( Q \)'s respectively,

\[
(q' \mid \sum_k f_k(q) g_k(Q) \mid Q') = \sum_k f_k(q') g_k(Q') (q' \mid Q').
\]

Thus if \( \alpha \) is any function of the dynamical variables and we suppose it to be expressed as a function \( \alpha(qQ) \) of the \( q \)'s and \( Q \)'s in a "well-ordered" way, that is, so that it consists of a sum of terms of the form \( f(q) g(Q) \), we shall have

\[
(q' \mid \alpha(qQ) \mid Q') = \alpha(q' Q') (q' \mid Q'). \tag{6}
\]
This is a rather remarkable equation, giving us a connection between \( a(q'Q') \), which is a function of operators, and \( a(q'Q') \), which is a function of numerical variables.

Let us apply this result for \( a = p_r \). Putting

\[
(q' | Q') = e^{U_{ij} h},
\]

where \( U \) is a new function of the \( q'' \)'s and \( Q' \)'s we get from (3)

\[
(q' | p_r | Q') = \frac{\partial U(q'Q')}{\partial q_r} (q' | Q').
\]

By comparing this with (6) we obtain

\[
p_r = \frac{\partial U(qQ)}{\partial q_r}
\]

as an equation between operators or dynamical variables, which holds provided \( \partial U/\partial q_r \) is well-ordered. Similarly, by applying the result (6) for \( a = P_r \) and using (5), we get

\[
P_r = -\frac{\partial U(qQ)}{\partial Q_r},
\]

provided \( \partial U/\partial Q_r \) is well-ordered. These equations are of the same form as (1) and show that the \( U \) defined by (7) is the analogue of the classical function \( S \), which is what we had to prove.

Incidentally, we have obtained another theorem at the same time, namely that equations (1) hold also in the quantum theory provided the right-hand sides are suitably interpreted, the variables being treated classically for the purpose of the differentiations and the derivatives being then well-ordered. This theorem has been previously proved by Jordan by a different method.\(^1\)

**The Lagrangian and the Action Principle.**

The equations of motion of the classical theory cause the dynamical variables to vary in such a way that their values \( q_t \), \( p_t \) at any time \( t \) are connected with their values \( q_T \), \( p_T \) at any other time \( T \) by a contact transformation, which may be put into the form (1) with \( q = q_t \), \( p_t \); \( Q = q_T \), \( P = p_T \) and \( S \) equal to the time integral of the Lagrangian over the range

\(^1\) Jordan, ZS. f. Phys. 38, 313, 1926.
In the quantum theory the $q_t$, $p_t$ will still be connected with the $q_T$, $p_T$ by a contact transformation and there will be a transformation function $(q_t | q_T)$ connecting the two representations in which the $q_t$ and the $q_T$ are diagonal respectively. The work of the preceding section now shows that

$$(q_t | q_T) \text{ corresponds to } \exp \left[ i \int_T^t L dt / h \right],$$  

where $L$ is the Lagrangian. If we take $T$ to differ only infinitely little from $t$, we get the result

$$(q_{t+dt} | q_t) \text{ corresponds to } \exp [i L dt / h].$$

The transformation functions in (8) and (9) are very fundamental things in the quantum theory and it is satisfactory to find that they have their classical analogues, expressible simply in terms of the Lagrangian. We have here the natural extension of the well-known result that the phase of the wave function corresponds to Hamilton's principle function in classical theory. The analogy (9) suggests that we ought to consider the classical Lagrangian, not as a function of the coordinates and velocities, but rather as a function of the coordinates at time $t$ and the coordinates at time $t + dt$.

For simplicity in the further discussion in this section we shall take the case of a single degree of freedom, although the argument applies also to the general case. We shall use the notation

$$\exp \left[ i \int_T^t L dt / h \right] = A(tT),$$

so that $A(tT)$ is the classical analogue of $(q_t | q_T)$.

Suppose we divide up the time interval $T \rightarrow t$ into a large number of small sections $T \rightarrow t_1$, $t_1 \rightarrow t_2$, ..., $t_m-1 \rightarrow t_m$, $t_m \rightarrow t$ by the introduction of a sequence of intermediate times $t_1$, $t_2$, ..., $t_m$. Then

$$A(tT) = A(t_1T) A(t_2t_1T) \ldots A(t_MT) A(t_T).$$

Now in the quantum theory we have

$$(q_t | q_T) = \int (q_t | q_m) dq_m(q_m | q_{m-1}) dq_{m-1} \ldots (q_2 | q_1) dq_1(q_1 | q_T).$$
where $q_k$ denotes $q$ at the intermediate time $t_k$, ($k = 1, 2 \ldots m$). Equation (11) at first sight does not seem to correspond properly to equation (10), since on the right-hand side of (11) we must integrate after doing the multiplication while on the right-hand side of (10) there is no integration.

Let us examine this discrepancy by seeing what becomes of (11) when we regard $t$ as extremely small. From the results (8) and (9) we see that the integrand in (11) must be of the form $e^{it_F}$ where $F$ is a function of $q_r, q_1, q_2 \ldots q_m, q_t$ which remains finite as $\hbar$ tends to zero. Let us now picture one of the intermediate $q$'s, say $q_k$, as varying continuously while the others are fixed. Owing to the smallness of $\hbar$, we shall then in general have $F/\hbar$ varying extremely rapidly. This means that $e^{it_F}$ will vary periodically with a very high frequency about the value zero, as a result of which its integral will be practically zero. The only important part in the domain of integration of $q_k$ is thus that for which a comparatively large variation in $q_k$ produces only a very small variation in $F$. This part is the neighbourhood of a point for which $F$ is stationary with respect to small variations in $q_k$.

We can apply this argument to each of the variables of integration in the right-hand side of (11) and obtain the result that the only important part in the domain of integration is that for which $F$ is stationary for small variations in all the intermediate $q$'s. But, by applying (8) to each of the small time sections, we see that $F$ has for its classical analogue

$$\int_{t_m}^{t} L \, dt + \int_{t_{m-1}}^{t_m} L \, dt + \ldots + \int_{t_1}^{t_{m-1}} L \, dt + \int_{t_0}^{t_1} L \, dt = \int_{t}^{t} L \, dt,$$

which is just the action function which classical mechanics requires to be stationary for small variations in all the intermediate $q$'s. This shows the way in which equation (11) goes over into classical results when $\hbar$ becomes extremely small.

We now return to the general case when $\hbar$ is not small. We see that, for comparison with the quantum theory, equa-
tion (10) must be interpreted in the following way. Each of the quantities \( A \) must be considered as a function of the \( q \)'s at the two times to which it refers. The right-hand side is then a function, not only of \( q_T \) and \( q_t \), but also of \( q_1, q_2, \ldots q_m \), and in order to get from it a function of \( q_T \) and \( q_t \) only, which we can equate to the left-hand side, we must substitute for \( q_1, q_2 \ldots q_m \) their values given by the action principle. This process of substitution for the intermediate \( q \)'s then corresponds to the process of integration over all values of these \( q \)'s in (11).

Equation (11) contains the quantum analogue of the action principle, as may be seen more explicitly from the following argument. From equation (11) we can extract the statement (a rather trivial one) that, if we take specified values for \( q_T \) and \( q_t \), then the importance of our considering any set of values for the intermediate \( q \)'s is determined by the importance of this set of values in the integration on the right-hand side of (11). If we now make \( h \) tend to zero, this statement goes over into the classical statement that, if we take specified values for \( q_T \) and \( q_t \), then the importance of our considering any set of values for the intermediate \( q \)'s is zero unless these values make the action function stationary. This statement is one way of formulating the classical action principle.

**Application to Field Dynamics.**

We may treat the problem of a vibrating medium in the classical theory by Lagrangian methods which form a natural generalisation of those for particles. We choose as our coordinates suitable field quantities or potentials. Each coordinate is then a function of the four space-time variables \( x, y, z, t \), corresponding to the fact that in particle theory it is a function of just the one variable \( t \). Thus the one independent variable \( t \) of particle theory is to be generalised to four independent variables \( x, y, z, t \).\(^1\)

---

\(^1\) It is customary in field dynamics to regard the values of a field quantity for two different values of \( (x, y, z) \) but the same value of \( t \) as two different coordinates, instead of as two values of the same coordi-
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We introduce at each point of space-time a Lagrangian density, which must be a function of the coordinates and their first derivatives with respect to \( x, y, z \) and \( t \), corresponding to the Lagrangian in particle theory being a function of coordinates and velocities. The integral of the Lagrangian density over any (four-dimensional) region of space-time must then be stationary for all small variations of the coordinates inside the region, provided the coordinates on the boundary remain invariant.

It is now easy to see what the quantum analogue of all this must be. If \( S \) denotes the integral of the classical Lagrangian density over a particular region of space-time, we should expect there to be a quantum analogue of \( e^{iS/\hbar} \) corresponding to the \( (q_t | q_\tau) \) of particle theory. This \( (q_t | q_\tau) \) is a function of the values of the coordinates at the ends of the time interval to which it refers and so we should expect the quantum analogue of \( e^{iS/\hbar} \) to be a function (really a functional) of the values of the coordinates on the boundary of the space-time region. This quantum analogue will be a sort of "generalized transformation function". It cannot in general be interpreted, like \( (q_t | q_\tau) \), as giving a transformation between one set of dynamical variables and another, but it is a four-dimensional generalization of \( (q_t | q_\tau) \) in the following sense.

Corresponding to the composition law for \( (q_t | q_\tau) \)

\[
(q_t | q_\tau) = \int (q_t | q_1) dq_1 (q_1 | q_\tau),
\]

(12) the generalized transformation function (g.t.f.) will have the following composition law. Take a given region of space-time and divide it up into two parts. Then the g.t.f. for the whole region will equal the product of the g.t.f.'s for the two parts, integrated over all values for the coordinates on the common boundary of the two parts.

Repeated application of (12) gives us (11) and repeated application of the corresponding law for g.t.f.'s will enable us to consider various combinations of these functions for different regions of space-time and for any possible partition of any region into subregions. These functions may be regarded as the "generalized transformation functions" of quantum mechanics.
us in a similar way to connect the g.t.f. for any region with the g.t.f.’s for the very small sub-regions into which that region may be divided. This connection will contain the quantum analogue of the action principle applied to fields.

The square of the modulus of the transformation function \((q_t | q_T)\) can be interpreted as the probability of an observation of the coordinates at the later time \(t\) giving the result \(q_t\) for a state for which an observation of the coordinates at the earlier time \(T\) is certain to give the result \(q_T\). A corresponding meaning for the square of the modulus of the g.t.f. will exist only when the g.t.f. refers to a region of space-time bounded by two separate (three-dimensional) surfaces, each extending to infinity in the space directions and lying entirely outside any light-cone having its vertex on the surface. The square of the modulus of the g.t.f. then gives the probability of the coordinates having specified values at all points on the later surface for a state for which they are given to have definite values at all points on the earlier surface. The g.t.f. may in this case be considered as a transformation function connecting the values of the coordinates and momenta on one of the surfaces with their values on the other.

We can alternatively consider \(|(q_t | q_T)|^2\) as giving the relative a priori probability of any state yielding the results \(q_T\) and \(q_t\) when observations of the \(q\)'s are made at time \(T\) and at time \(t\) (account being taken of the fact that the earlier observation will alter the state and affect the later observation). Correspondingly we can consider the square of the modulus of the g.t.f. for any space-time region as giving the relative a priori probability of specified results being obtained when observations are made of the coordinates at all points on the boundary. This interpretation is more general than the preceding one, since it does not require a restriction on the shape of the space-time region.

St John's College, Cambridge.
Problema: Escrever o propagador na versão de Heisenberg

\[ |\psi\rangle_H = U(t)^\dagger |\psi\rangle_S = e^{\frac{i}{\hbar} H t} |\psi\rangle_S. \]

A base de rep. de coordenadas \( \{ |\vec{x}\rangle \} \), que está fixa na versão de Schrödinger, varia no tempo na versão de Heisenberg:

\[ |\vec{x}', t\rangle_H = e^{\frac{i}{\hbar} H t} |\vec{x}'\rangle. \]

Assim re-escrevemos o propagador como:

\[ K(\vec{x}' ; \vec{x}, t') = \langle \vec{x}' | \exp[-\frac{i}{\hbar} (t' - t'')] | \vec{x}'' \rangle \]

\[ = \left( \langle \vec{x}' | e^{-\frac{i}{\hbar} H t'} \right) \left( e^{\frac{i}{\hbar} H t'} \langle \vec{x}'' \rangle \right) \]

\[ = \langle H_H | \vec{x}', t' | \vec{x}'', t'' \rangle_H. \]

Assim o Propagador pode ser re-interpretado fisicamente.

\[ K(\vec{x}' ; \vec{x}, t') : \text{ amplitude de probabilidade de uma partícula quântica ir desde o ponto } \vec{x}'' \text{ no tempo } t'', \text{ até o ponto } \vec{x}', \text{ no tempo } t'. \]

Sabemos que o sistema \( \{ |\vec{x}', t\rangle \} \) é completo para todo tempo. De fato:

\[ \int d^3 \vec{x}' |\vec{x}', t\rangle_H \langle \vec{x}', t' | = U(t)^\dagger \left[ \int d^3 \vec{x}' |\vec{x}'\rangle \langle \vec{x}' | \right] U(t) \]

e como

\[ \int d^3 \vec{x}' |\vec{x}'\rangle \langle \vec{x}' | = 1 \implies \int d^3 \vec{x} ' |\vec{x}, t\rangle' \times |\vec{x}', t'\rangle' = 1 \]
\[ \int dx'/x' \langle x' | 1 = 1 \Rightarrow \int dx^3 [x^3 t' x^3 t'] = 1 \]

**Propriedade de composição:**

Efusão de t' para t'' passando por t'':

\[ \langle x''', t''' | x', t' \rangle = \int dx'' \langle x''', t''' | x'', t'' \rangle \langle x'', t'' | x', t' \rangle \]

\[ t''' > t'' > t' \]

A subdivisão pode continuar:

\[ \langle x''', t''' | x', t' \rangle = \int dx'' \int dx'' \langle x''', t''' | x'', t'' \rangle \langle x'', t'' | x', t' \rangle \]

\[ \langle x''', t''' | x', t' \rangle = \langle x''', t'' | x', t' \rangle \]

para \( t'''' > t''' > t'' > t' \). O processo pode ser continuado. Se a amplitude de probabilidade \( \langle x', t' \rangle \) para uma diferença infinitesimal de tempo pode ser obtida de alguma maneira, o propagador para diferenças finitas de tempo pode ser obtido por sucessivas composições de amplitudes infinitesimais.

**Integrais de caminhos e soma sobre trajetórias**

Trabalhamos em 1-dimensão e usamos a notação

\[ |x_1>, |x_2>, \ldots, |x_N> \]

para os vetores. Queremos calcular a amplitude de probabilidade da partícula quântica \( \psi \) de \( (x_i, t_i) \) para \( (x_N, t_N) \). O intervalo de tempo \( (t_1, t_N) \) é dividido em \( (N-1) \) pontos iguais

\[ t_{N-1} - t_N = \Delta t = \frac{t_N - t_1}{N-1} \]
Usamos a lei de composição para o propagador:

\[
\langle x_N, t_N | x_i, t_i \rangle = \int dx_{N-1} \int dx_{N-2} \ldots \int dx_2 \langle x_N, t_N | x_{N-1}, t_{N-1} \rangle \cdot \langle x_{N-1}, t_{N-1} | x_{N-2}, t_{N-2} \rangle \ldots \langle x_2, t_2 | x_1, t_1 \rangle,
\]

onde integramos sobre todas as possibilidades intermediárias.

Como visualizar este processo?

A integração sobre todos as possibilidades intermediárias significa que devemos somar "sobre todos os caminhos que ligam \((x_i, t_i)\) a \((x_N, t_N)\)."

**FORMULAÇÃO DE FEYNMAN DA MECÂNICA QUÂNTICA**

Introduzimos a Ação clássica ligada a uma trajetória:

\[
S[x(t)] = \int_{t_0}^{t_1} dt \ L(x, \dot{x})
\]
e em notação compacta escrita nós temos:

\[ S(n,n-1) = \int_{t_{n-1}}^{t_n} dt L(x,t) \]

\( L = L(x,t) \) é o Lagrangeano clássico. \( S(n,n-1) \) é um funcional, isto é, só está definida uma vez dada a trajetória:

\[ x = x(t) \]

- **Proposta de Feynman (à raiz de uma observação de Dirac):**

  Associar \( \exp \left\{ \frac{i}{\hbar} \int_{t_1}^{t_2} dt L(x,t) \right\} \) com a amplitude de probabilidade \( \langle x_2, t_2 | x_1, t_1 \rangle \).

Suponhamos agora que seguimos uma determinada trajetória. Entre os pontos \((x_{n-1}, t_{n-1}) e (x_n, t_n)\) de um segmento dado associamos o futuro

\[ \exp \left[ \frac{i}{\hbar} S(n,n-1) \right] \]

Indo através da trajetória completa de \((x,t_1)\) até \((x,t_N)\) teremos:

\[ \prod_{n=2}^{N} \exp \left\{ \frac{i}{\hbar} S(n,n-1) \right\} = \exp \left\{ \frac{i}{\hbar} \sum_{n=2}^{N} S(n,n-1) \right\} \]

\[ = \exp \left[ \frac{i}{\hbar} \left\{ S(n,n-1) + S(n-1,n-2) + \ldots + S(2,1) \right\} \right] = \exp \left[ \frac{i}{\hbar} S(1,N) \right] \]
onde $S(N, 1)$ é a ação associada à trajetória completa que vai de $(x, t_0)$ para $(x_f, t_f)$.

Ainda não temos $\langle x_N, t_N | x_f, t_f \rangle$, pois apenas calculamos a contribuição de um caminho particular. Integração sobre todos os possíveis caminhos implica em somar sobre todos os caminhos. Assim escrevemos:

$$
\langle x_N, t_N | x_f, t_f \rangle \propto \sum_{\text{Todas as Caminhos}} \exp \left[ \frac{i}{\hbar} S(N, 1) \right]
$$

A soma acima é feita sobre um número infinito de trajetórias.

Observação: Aqui percebemos a diferença básica entre Mecânica Clássica e Quântica. Na MC, dados o ponto extremo, temos exatamente uma única trajetória que satisfaz o Princípio da Ação Estacionária:

$$
S[\mathcal{L}(x, t)] = \int_{t_1}^{t_2} dt \mathcal{L}(x, t) = 0.
$$

Na visão da MQ, dados o ponto extremo, temos contribuição de todos os 'caminhos' possíveis que ligam esse ponto, para a amplitude:

$$
\langle x_N, t_N | x_f, t_f \rangle.
$$

Pergunta: Podemos obter o limite clássico na situação $\hbar \to 0$?

No limite clássico $\hbar \to 0$, significa que a ação
Emvolvida em qualquer trajetória é muito maior que a constante de Planck:

\[
\frac{S}{\hbar} \gg 1
\]

Na soma sobre todas as trajetórias o fator \( e^{iS/\hbar} \) é rapidamente oscilante, e existe uma tendência ao cancelamento de todas as contribuições porque as diferenças de fase são grandes. Neste ponto, no limite clássico, a maioria das trajetórias não contribui para \( \langle x, t | x, t \rangle \) (interferência destructiva !!!)

**Exceção Importante:**

Considerar a trajetória que satisfaz:

\[
\delta S(N,1) = 0,
\]

com os pontos extremos fixos. Esta é exatamente a trajetória clássica obtida pelo Princípio da Ação estacionária (Princípio de Hamilton). As trajetórias vizinhas têm a mesma ação associada em primeira ordem. Na vizinhança da trajetória clássica obtém interferência construtiva !!! Elas estão contidas num tubo de largura \( \hbar \). No limite \( \hbar \to 0 \) o tubo colapsa para a trajetória clássica. !!!

Assim está formulada satisfaz o Princípio da Correspondência.

Para uma formulação mais precisa voltemos à amplitude \( \langle x, t' | x, t \rangle \). Suponhamos que a diferença de tempo é infinitesimal:
<x_n,t_n | x_{n-1},t_{n-1}>, \text{ com } t_n-t_{n-1} = \Delta t.

Escrevemos:

\[
\langle x_n,t_n | x_{n-1},t_{n-1} \rangle = \frac{1}{W(\Delta t)} \exp\left[\frac{i}{\hbar} S(n,n-1)\right]
\]

Temos inserido o fator $W(\Delta t)^{-1}$ que não depende do potencial, apenas da diferença dos tempos. Tal fator é necessário por consideração dimensional. Em efeito

\[
\langle x_n,t_n | x_{n-1},t_{n-1} \rangle \text{ tem dimensão de inverso de comprimento.}
\]

Temos que avaliar $S(n,n-1)$ no limite $\Delta t \to 0$:

\[
S(n,n-1) = \int_{t_{n-1}}^{t_n} dt \left[\frac{1}{2} m \dot{x}^2 - V(x)\right]
\]

\[
\approx \Delta t \left[\frac{m}{2} \left(\frac{x_n-x_{n-1}}{\Delta t}\right)^2 - V\left(\frac{x_n+x_{n-1}}{2}\right)\right]
\]

Temos assumido que o fator $W(\Delta t)$ não depende do potencial. Portanto pode ser avaliado para a partícula livre, com $V = 0$:

\[
S(n,n-1) = \Delta t \frac{m}{2} \left(\frac{x_n-x_{n-1}}{\Delta t}\right)^2
\]

\[
\langle x_n,t_n | x_{n-1},t_{n-1} \rangle = \frac{1}{W(\Delta t)} \exp\left[\frac{i}{\hbar} \frac{m(x_n-x_{n-1})^2}{2 \Delta t}\right]
\]

Também temos que:

\[
\langle x_n,t_n | x_{n-1},t_{n-1} \rangle \bigg|_{t_n=t_{n-1}} = \delta(x_n-x_{n-1})
\]
Escribendo: \( x_n = x_{n-1} + \xi, \quad t_n = t_{n-1} + \Delta t \)

\[
\langle x_{n-1}, t_{n-1} | x_n, t_n \rangle = \frac{1}{\mathcal{W}(\Delta t)} \exp \left( \frac{i m \xi^2}{2 \hbar \Delta t} \right)
\]

\[
\int_{-\infty}^{\infty} \langle x_{n-1}, t_{n-1} | x_{n-1}, t_{n-1} \rangle = \frac{1}{\mathcal{W}(\Delta t)} \int_{-\infty}^{\infty} dt \exp \left( \frac{i m \xi^2}{2 \hbar \Delta t} \right)
\]

\[
= \frac{1}{\mathcal{W}(\Delta t)} \sqrt{\frac{2\pi i \hbar \Delta t}{m}}
\]

Com \( \Delta t \to 0 \):

\[
1 = \int_{-\infty}^{\infty} \mathcal{S}(\xi) = \lim_{\Delta t \to 0} \frac{1}{\mathcal{W}(\Delta t)} \sqrt{\frac{2\pi i \hbar \Delta t}{m}}
\]

ou:

\[
\mathcal{W}(\Delta t) = \sqrt{\frac{m}{2\pi i \hbar \Delta t}}
\]

Assim, no limite \( \Delta t \to 0 \) temos:

\[
\langle x_n, t_n | x_{n-1}, t_{n-1} \rangle = \sqrt{\frac{m}{2\pi i \hbar \Delta t}} \exp \left[ \frac{i}{\hbar} \mathcal{S}(n, n-1) \right]
\]
e para a amplitude finita:

\[ \langle x_N, t_N | x_1, t_1 \rangle = \lim_{N \to \infty} \left( \frac{m}{2\pi i\hbar} \right)^{N/2} \int \cdots \int dx_{N-1} \cdots dx_2 \int_{n=2}^{N} \exp \left\{ \frac{i}{\hbar} S(x_n, x_{n-1}) \right\} \]

onde o limite \( N \to \infty \) é tomado com \((x_N, t_N)\) fixo.

E costume introduzir um novo operador integral com uma nova medida de integração por:

\[ \int_{x_1}^{x_N} \mathcal{D}[x(t)] = \lim_{N \to \infty} \left( \frac{m}{2\pi i\hbar} \right)^{N/2} \int \cdots \int dx_N \cdots dx_2 \]

e escrever a relação (4) acima como:

\[ \langle x_N, t_N | x_1, t_1 \rangle = \int_{x_1}^{x_N} \mathcal{D}[x(t)] \exp \left\{ \frac{i}{\hbar} \int_{t_1}^{t_2} dt L(x, \dot{x}) \right\} \]

que é uma INTEGRAL DE TRAJETÓRIA DE FEYNMAN.

Fatores usados na formulação de Feynman:

i) Princípio de Superposição de amplitudes, usado na soma das contribuições das diferentes trajetórias;

ii) Princípio de Composição das amplitudes

iii) Princípio de Correspondência satisfazido no limite \( \hbar \to 0 \)

Mas até agora não é aparente que esta nova forma—
Segui-se equivalente à equação de Schrödinger.

Assumirmos então que \( t_{N} - t_{N-1} = \Delta t \) é infinitesimal.

Considere também
\[ x_{N} = x_{N-1} + \xi \]

\[ \langle x_{N}, t_{N} | x_{i}, t_{i} \rangle = \int d\xi_{N-1} \langle x_{N}, t_{N} | x_{N-1}, t_{N-1} \rangle \langle x_{N-1}, t_{N-1} | x_{i}, t_{i} \rangle \]

e sabemos que:
\[ \langle x_{N}, t_{N} | x_{N-1}, t_{N-1} \rangle = \left( \frac{m}{2\pi i \hbar \Delta t} \right)^{1/2} \exp \left[ \frac{i}{\hbar} \left( \frac{m}{2} \frac{(x_{N} - x_{N-1})^2}{\Delta t} - i \Delta t \int \frac{V(x_{N})}{\Delta t} dx_{N} \right) \right] \]

Assim, tomando \( x_{N} \to x \), \( t_{N} \to t + \Delta t \)

\[ \langle x, t + \Delta t | x_{i}, t_{i} \rangle = \]
\[ = \left( \frac{m}{2\pi i \hbar \Delta t} \right)^{1/2} \int \pi_{a}^{\infty} \exp \left[ \frac{im}{2\hbar \Delta t} \xi^2 - \frac{i \Delta t}{\hbar} V(x - \xi) \right] \cdot \langle x - \xi, t | x_{i}, t_{i} \rangle \]

Expandindo em potências de \( \Delta t \) e \( \xi \) temos (porque a contribuição principal da integral vem da vizinhança de \( \xi = 0 \))

\[ \langle x, t + \Delta t | x_{i}, t_{i} \rangle = \langle x, t | x_{i}, t_{i} \rangle + \Delta t \frac{\partial}{\partial t} \langle x, t | x_{i}, t_{i} \rangle \]
\[ = \left( \frac{m}{2\pi i \hbar \Delta t} \right)^{1/2} \int \pi_{a}^{\infty} \exp \left[ 1 - \frac{i \Delta t}{\hbar} V(x - \xi) \right] \cdot \left\{ \langle x, t | x_{i}, t_{i} \rangle - \xi \frac{\partial}{\partial x} \langle x, t | x_{i}, t_{i} \rangle + \frac{1}{2} \xi^2 \frac{\partial^2}{\partial x^2} \langle x, t | x_{i}, t_{i} \rangle + \ldots \right\} \]
\[ \int_{-\infty}^{\infty} \delta(x) \exp \left( \frac{im \xi^2}{2\hbar \Delta t} \right) = 0 \]

Assim:

\[ \langle x, t | x, t_i \rangle + \Delta t \frac{\partial}{\partial t} \langle x, t | x, t_i \rangle = \]

\[ = \langle x, t | x, t_i \rangle + \left( \frac{m}{2\pi \hbar \Delta t} \right)^{\frac{1}{2}} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{\partial_x^2}{\partial_x^2} \langle x, t | x_i, t_i \rangle \cdot \exp \left( \frac{im \xi^2}{2\hbar \Delta t} \right) \]

\[ - \frac{i \Delta t}{\hbar} \langle x, t | x_i, t_i \rangle \left( \frac{m}{2\pi \hbar \Delta t} \right)^{\frac{1}{2}} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \exp \left( \frac{im \xi^2}{2\hbar \Delta t} \right) \cdot V(x - \frac{\xi}{2}) \]

A integral abaixo é necessária:

\[ \int_{-\infty}^{\infty} d\xi \xi^2 \exp \left( \frac{im \xi^2}{2\hbar \Delta t} \right) = \sqrt{2\pi} \left( \frac{\hbar \Delta t}{m} \right)^{\frac{3}{2}} \]

Daí obtemos finalmente:

\[ \Delta t \frac{\partial}{\partial t} \langle x, t | x, t_i \rangle = \frac{1}{2} \left( \frac{m}{2\pi \hbar \Delta t} \right)^{\frac{1}{2}} \frac{\hbar \Delta t}{m} \frac{3}{2} \langle x, t \mid x, t_i \rangle \]

\[ - \frac{i \Delta t}{\hbar} V(x) \langle x, t \mid x, t_i \rangle \]

\[ = \frac{1}{2} \frac{i \hbar \Delta t}{m} \partial_x^2 \langle x, t \mid x_i, t_i \rangle - \frac{i \Delta t}{\hbar} V(x) \langle x, t \mid x, t_i \rangle \]
Igualando os termos lineares em \( \Delta t \) temos:

\[
i \hbar \frac{\partial}{\partial t} \left\langle x, t \mid x_1, t_1 \right\rangle = -\frac{i\hbar^2}{2m} \frac{\partial^2}{\partial x^2} \left\langle x, t \mid x_1, t_1 \right\rangle + V(x) \left\langle x, t \mid x_1, t_1 \right\rangle,
\]

que é a equação de Schrödinger. Assim concluímos que \( \left\langle x, t \mid x_1, t_1 \right\rangle \) construído segundo a prescrição de Feynman é o propagador da teoria de Schrödinger:

\[
i \hbar \frac{\partial}{\partial t} \left\langle x, t \mid x_1, t_1 \right\rangle = \left\{ -\frac{i\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x) \right\} \left\langle x, t \mid x_1, t_1 \right\rangle
\]

Com o limite:

\[
\lim_{t \to t_1} \left\langle x, t \mid x_1, t_1 \right\rangle = \delta(x-x_1).
\]